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Abstract 

This article provides readers and more especially business managers with an overview of 
moving average, exponential smoothing, trend analysis, and linear regression approaches to fore-
casting.  The authors then provide specific examples for each approach and the Excel formulas nec-
essary to develop effective forecasts.  This is an important contribution to the literature because it 
demonstrates that businesses with limited resources can develop reliable and accurate forecasts in 
a timely and cost effective manner using readily available software. 

Keywords: forecasting, quantitative, Excel 

1. Introduction 

In the ever-changing world of business being able to accurately forecast customer 
demand is of the utmost importance.  Without accurate forecasts companies essentially 
waste resources by carrying either too much (i.e. overstocks) or too little (i.e. stock outs) 
inventory [2].  To remedy this problem companies use many different methods of fore-
casting in an attempt to predict customer demand.  Forecasting can be either quantita-
tively or qualitatively based. Quantitative forecasting uses historical data to project de-
mand.  This article focuses solely on the four quantitative approaches that businesses 
can develop using Excel spreadsheets. 
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The quantitative methods that will be addressed in this article include: moving aver-
ages, exponential smoothing, trend analysis, and linear regression.  These approaches 
can be further aggregated into two groups, time-series models and associative models, 
with all methods presented falling under time-series except for linear regression.  Time-
series analysis utilizes historic data in series to make accurate forecasts.  Associative 
models incorporate one or more extraneous variables to accomplish this purpose. 

The purpose of this article it to provide readers and more specifically managers of 
small to medium sized businesses with a better understanding of how businesses with 
limited access to sophisticated forecasting tools can more accurately forecast demand.  
To accomplish the stated purpose the authors will provide an overview of each method 
and an example of how it can be implemented.  Each example will be illustrated using 
manually inputted cell references in Excel as well as using Excel’s Data Analysis Add-In 
package.  This will be followed by a summary with recommendations that will enable 
readers to more effectively implement a forecasting program. 

2. Quantitative Forecasting 

2.1 Moving Averages 

Moving averages are considered to be the easiest method of quantitative forecasting 
to develop.  This particular method of forecasting is essentially a smoothing model, 
which makes forecasts more accurate.  The basic premise behind the use of moving av-
erages is to take data averages from x periods in order to forecast demand for the up-
coming period.  Most businesses use either a 3 month (quarterly) or 6 month (biannual) 
moving average because sales data is recorded on a monthly basis [1].  The longer a 
moving average is, the smoother the data set becomes.  In fact, one can control the effect 
of smoothing on the time series data by using a longer or shorter averaging time period.  
The formula for calculating a moving average is as follows: 

MAn =
Dt

t=1

n

∑
n

 (1) 

where n = number of periods in moving average and Dt = data in period t. 

2.1.1 Moving Average Example Using Excel Functions 

 
 For example, a restaurant that features smoked ribs wants to forecast sales for the 

next year.  In this example the restaurant manager has actual sales data for each of the 
last twenty-two years.  Using this scenario the manager employs a three and five-year 
moving average to forecast the next year’s sales figure.  The mathematical equation for 
the three-year moving average is expressed as: 

MA(3) = Mt+1 =
Dt + Dt−1 + Dt−2( )

3  
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whereas the five-year moving average is 

MA(5) = Mt+1 =
Dt + Dt−1 + Dt−2 + Dt−3 + Dt−4( )

5
 

where MA(3) is the moving average using 3 periods of data, MA(5) is the moving aver-
age using 5 periods of data and D is demand and t is time. 

Table 1: Sales Data Set for Rib Sales 

Year Sales 
($000) 

Year Sales 
($000) 

1980 52.04 1991 83.18 
1981 59.42 1992 87.05 
1982 55.66 1993 84.79 
1983 53.86 1994 73.49 
1984 64.59 1995 76.23 
1985 75.28 1996 96.54 
1986 61.89 1997 95.08 
1987 73.74 1998 87.05 
1988 81.19 1999 96.02 
1989 97.52 2000 98.90 
1990 86.50 2001 83.23 

 
The MA(3) and MA(5) forecasts are created manually via the following formulae in 

Excel (see Figure 1). 

 

Figure 1:  Moving Average Formulae in Excel 

3
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The actual forecasts can be found in Figure 2 and Figure 3.  Based on this analysis the 
manager would forecast $92,720 in sales using the three-year moving average and 
$92,060 in sales using the five-year moving average. 
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Figure 2:  Graph of Actual Sales, MA(3)Sales Forecast, and MA(5) Sales Forecast 

2.1.2 Moving Average Example Using Excel’s Data Analysis Add-In 

To illustrate the concept of forecasting using moving averages, let’s analyze the data 
set listed in Table 1.  We will demonstrate a three-year and five-year moving using Ex-
cel’s Moving Average tool.  The following steps should be completed to create a moving 
average in Excel: 

1. Be sure to have Excel’s Data Analysis package loaded (see Microsoft Help menu) 

2. Choose the Tools menu in Excel and then the Data Analysis option (see Figure 4), 
a new menu resembling Figure 5 will appear on screen. 
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Figure 3:  MA(3) and MA(5) Sales Forecasts 

 

 

Figure 4:  Tools Menu in Excel 

 

3. From the dialog box displayed in Figure 5, choose Moving Average and click 
OK. 

4. After clicking OK, Excel displays a dialog box that prompts you for an Input 
range, Interval, and Output range.  This dialog box accompanied by the time se-
ries data is shown in Figure 6. 

5. Enter the sales data range in the Input range edit box by highlighting the data or 
typing in its reference. 

6. Click on the Labels in first row box if the data set contains a label in the first row. 

7. Enter the number of periods to be included in the moving average in the Interval 
edit box. 

8. Click on the Output range edit box and enter the address of the cell or click on 
the cell where the output should start.  The authors suggest juxtaposing your 
forecasted values with your actual values.  For example, for a MA(3) cell C3 
should be entered (refer to Figure 6 and Figure 7). 

9. Click OK. 
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Figure 5:  Data Analysis Dialog Box 

 

Figure 6:  Excel’s Moving Average Dialog Box and Time Series Data 

Excel will fill in the formulas for the moving average.  The moving average will be-
gin with the term #N/A.  There will be as many #N/A terms as the interval you speci-
fied, minus one.  Excel does this because there is not enough data to calculate an average 
for those observations that number less than the interval.  Figure 7 displays the results of 
the three and five-month moving averages. 

From cells C24 and D24 in Figure 6, it can be noted that the three-year and five-year 
moving average forecasts for 2002 are 92.72 and 92.06.  These values are identical to the 
forecasts in Figure 4. Forecasts are generally compared using a measure of error.  Many 
forecasters use mean absolute deviation (MAD) as a measure of model error.  Equation 
(2) displays the formula for MAD.  MAD for the three-year and five-year moving aver-
ages are 8.09 and 9.90 respectively.  It could be said that relative to the each other the 
three-year moving average model does a better job of forecasting than the five-year 
moving average model. 

MAD =
(Dt − Ft )

t=1

n

∑
n

 (2) 
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Figure 7:  Three and Five-Year Moving Averages for Sales Time Series Data 

2.2 Exponential Smoothing 

Exponential smoothing is another method of quantitative forecasting that some 
businesses have found useful due to its short-term precision and cost effectiveness.  The 
use of exponential smoothing as a means of forecasting is slightly more complex than 
traditional moving average forecasts. Specifically, exponential smoothing combines a 
prior forecast with a weighted error measurement.  This error measurement comes from 
the difference between the prior forecast and the actual observation at the time of the 
prior forecast.  It also requires managers to arbitrarily select a value for alpha [4].  It 
must be stated that although any value of alpha between 0 and 1.0 inclusive is accept-
able, certain values may yield better forecasts.  By rewriting the basic exponential 
smoothing model shown in (3) to resemble (4), insight into good values of alpha can be 
obtained. 

 The formula that the exponential smoothing approach is based on can be ex-
pressed as  

Ft+1 = Ft +α * et  (3) 

Given that, t is time, Ft is the forecast at time t, and α is a smoothing constant (a 
value between 0.0 and 1.0 inclusive), and et = Dt − Ft , where Dt denotes the actual ob-
servation at time t, equation (2) can be re-written as follows: 

Ft+1 = Ft +α * (Dt − Ft )  (4) 

From (4) it can be seen that the new forecast, Ft+1, is equal to the previous forecast, Ft, 
plus an adjustment (i.e., α * (Dt − Ft )).  Specifically, the forecast for period t+1 is ob-
tained by adjusting the forecast in period t by a fraction of the forecast error (i.e., 
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Dt − Ft ).  If the time series contains substantial variability, a small value of the smooth-
ing constant is preferred so not to overreact and adjust forecasts too quickly.  For a time 
series with small variability a larger value of alpha is preferred so the forecast can 
quickly adjust when forecasting errors due occur and therefore allow the model to react 
faster to changing conditions. Overall, a user should choose an alpha value that mini-
mizes the error of the model. 

With some mathematical manipulation, equation (4) can be rearranged to yield the 
following equations. 

Ft+1 = Ft +α * Dt −α * Ft  (5a) 

Ft+1 = (1−α)* Ft +α * Dt  (5b) 

Equation (5b) describes the forecast at period t+1 as a proportion of the forecast at 
period t plus a proportion of the actual observation at period t.  If α is 1.0 the forecast at 
period t+1 is the actual observation, Dt, from period t.  Conversely, if α is 0.0 the forecast 
at period t+1 is the forecast, Ft, from period t.   

2.2.1 Exponential Smoothing Example Using Excel Functions 

 The data from Table 1 will be used to demonstrate exponential smoothing.  For 
this example, alpha is arbitrarily set at two levels, 0.1 and 0.3.  In addition, a common 
method of bootstrapping is used to initialize the first period’s forecast.  This bootstrap 
method is to assume the first year’s forecast is the same as the first year’s sales demand 
(see Figure 8, cell C3 and D3). Using the same data set as presented previously (see Ta-
ble 1) the exponential smoothing forecast is created in Excel using the following spread-
sheet formulae (see Figure 8). 

The actual forecasts can be found in Figure 9.  Based on this analysis the manager 
would forecast $81,720 in sales using the exponential smoothing method with an alpha 
of 0.1 and $89,860 in sales using the exponential smoothing method with an alpha of 0.3.  
The model using an alpha of 0.1 has an MAD of 14.13 whereas the model using an alpha 
of 0.3 has an MAD of 8.52.  Comparing the MAD of each model it is seen that the model 
that utilizes an alpha of 0.3 does a better job of forecasting. 
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Figure 8:  Exponential Smoothing Formulae in Excel 

 

Figure 9:  Exponentially Smoothed Forecasts with a = 0.1 and a = 0.3 
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2.2.2 Exponential Smoothing Example Using Excel’s Data Analysis Add-In 

The same data set will be used here to illustrate Excel’s Data Analysis Add-In for 
Exponential Smoothing.  Again for consistency, we will use α = 0.1 and α = 0.3.  Take 
note that Excel’s Data Analysis Add-In uses what is called a “damping factor.”  The 
damping factor is equal to 1 minus the smoothing constant.  See step 6 for further dis-
cussion.  The following steps should be completed to create an exponentially smoothed 
model in Excel: 

1. Be sure to have Excel’s Data Analysis package loaded (see Excel Help Menu) 

2. Choose the Tools menu in Excel and then the Data Analysis 

3. From the dialog box displayed in Figure 11, choose Exponential Smoothing and 
click OK. 

 

Figure 10:  Data Analysis Dialog Box 

4. Excel displays a dialog box that prompts you for an Input range, Damping factor, 
and Output range.  This dialog box accompanied by the time series data is shown 
in Figure 11. 

10
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Figure 11:  Excel’s Exponential Smoothing Dialog Box 

5. Enter the sales data range in the Input range edit box by highlighting the data or 
typing in its reference. 

6. Enter the value of 1-α in the Damping factor edit box.  Excel requests a damping 
factor instead of a smoothing constant.  The damping factor is equal to 1 minus 
the smoothing constant (i.e., 1-smoothing constant = damping factor). 

7. Click on the Labels in first row box if the data set contains a label in the first row. 

8. Click on the Output range edit box and enter the address of the cell or click on 
the cell where the output should start.  The authors suggest juxtaposing your 
forecasted values with your actual values (i.e., cell C2 should be entered for this 
example so the forecasted values match up to the actual values, see Figure 11 and 
Figure 12). 

9. Click OK. 
Excel will fill in the formulas for the exponentially smoothed model.  The exponen-

tially smoothed forecasts will begin with the term #N/A.  There will be one #N/A 
terms.  Excel does this because there is not enough data to calculate an exponentially 
smoothed forecast for the first observation.  Figure 12 contains the Data Analysis pack-
age exponential smoothing results. 
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Figure 12:  Exponential Smoothing Results 

It should be noted that cells C24 and D24 in Figure 12 were copied and pasted from 
cells C23 and D23 respectively.  Although the exponential smoothing procedure in Ex-
cel’s Data Analysis procedure does fill in the applicable formulae it does not automati-
cally create a one-step ahead post hoc forecast.  In addition, from cells C24 and D24 in 
Figure 12, it can be noted that the exponentially smoothed forecasts for 2002 are 81.72 
and 89.86.  These values are identical to the forecasts in Figure 9. 

A question that is often asked is “Which type of time series model should be used?”.  
Overall, which type of model used depends on the forecasting goal (e.g., tracking long 
term trends or looking for quick reactions to change).  Forecasters must examine the 
trade-off between model sensitivity and model reliability.  Moving averages lag the ac-
tual data but exponential smoothing can be prone to hyperactive movement.  Some pre-
fer to use exponential smoothing models for shorter time periods attempting to capture 
changes in the data more quickly whereas some prefer using moving averages over 
longer time periods to identify long-term trend changes.   

It is a common misconception among novice forecasters that greater sensitivity and 
quicker response to actual data changes are utmost beneficial.  However, this miscon-
ception leads directly to the question about the trade off between sensitivity and reliabil-
ity.  The more sensitive a model is to the actual data the more volatile the forecasts will 
be.  Although this volatility may prove timely it can lead to an increase in model overre-
action.  Conversely, the less sensitive a model is to the actual data the volatility of the 
forecast may decrease but at the expense of precision. 

Therefore, when using moving averages the shorter the moving average is the more 
sensitive it will be to actual data and when using exponential smoothing models the lar-
ger alpha is the more sensitive it will be to the actual data.  In sum, a forecaster must ex-
amine the trade-off between sensitivity and reliability depending on the data set at hand 
and personal preference. 

12
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2.3 Linear Trend Analysis 

Linear trend is a method of forecasting variations in a dependent variable, Y, em-
ploying one independent variable, X.  When graphed the linear factor is used to deter-
mine if there is a increase or decrease in the dependent variable, Y, as the independent 
variable, X, increases [3].   

An example of trend analysis is graphically illustrated in the following example.  Us-
ing the data from Table 1 the following graph can be created. 

Trend Graph
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Figure 13:  Graph of Year Versus Sales  

In this example it is evident that there is an upward trend.  However, to analyze a 
graph only by “eyeballing” the results is insufficient for most managers.  In order to ob-
tain a better notion of the trend associated with the data one can use Excel to construct a 
trend equation that explains the relation of the data.  The next section presents two 
methods within Excel for analyzing linear trend. 

2.3.1 Linear Trend Analysis Example Using Excel’s Trend Function 

 Once again we will enter the data into the Excel spreadsheet using the same sales 
numbers as in the previous example.  Figure 14 contains the data and the trend formulae 
entered into the spreadsheet. 

13
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Figure 14:  Linear Trend Formulae in Excel 

 The TREND function takes the form =TREND(known_y's, known_x's, new_x's, 
const).  The first two arguments represent the known values of your dependent and in-
dependent variables.  As in LINEST, the known_y's argument is a single column, a single 
row, or a rectangular range. The known_x's argument also follows the pattern described 
for LINEST.  The third and fourth arguments are optional.  If you omit new_x's, the 
TREND function considers new_x's to be identical to known_x's.  If you include const, the 
value of that argument must be TRUE or FALSE (or 1 or 0).  If const is TRUE, TREND 
forces b to be 0.  In the example provided we have omitted the fourth argument and Ex-
cel defaults the value to FALSE, which allows for a constant, b, to be calculated. 

To extrapolate from existing data, you must supply a range for new_x's.  You can 
supply as many or as few cells for new_x's as you want.  The resultant array will be the 
same size as the new_x's range.  To arrive at these values, we added the third argument 
within the TREND function.  The predicted sales values as well as the forecast for 2002 
are displayed in Figure 15.  For the new x value that was used, refer to the value in cell 
A24, Figure 15.  The predicted sales trend number for 2002, 99.95, is found in cell C24, 
Figure 15. 

14
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Figure 15:  Linear Trend Forecasts in Excel 

The trend function in Excel does a good job a providing the predicted sales forecasts.  
However, it does little to explain the regression itself or inform the user how the regres-
sion is performing.  The next section details the use of the Linear Regression feature of 
Excel’s Data Analysis Package, to perform linear trend analysis.  It provides not only 
predicted sales forecasts but also provides explanation and inferential statistics regard-
ing the linear trend analysis. 

2.3.2 Linear Trend Via Linear Regression Feature of Excel’s Data Analysis Package 

Linear regression is a method of forecasting that is used by firms operating in a sta-
ble environment and which have access to historical data.   Regression analysis is used 
to test the relationship between two or more variables.    More specifically, linear regres-
sion is designed to estimate the conditional expected value of the variable or interest Y 
(the dependent variable), given the values of some other variable or variables X (the in-
dependent variable).  The goal of linear regression is to find the best straight line that 
will predict X and Y when the values of X and Y are known.  One important parameter 
in simple linear regression is the slope.  If the slope is zero, the line is flat.  If the slope is 
negative, the line slopes downward from left to right.  Conversely, if the line is positive 
the line will slope upward from left to right [5].  Simple linear regression analysis is rela-
tively easy to calculate using Microsoft Excel’s Data Analysis Package.  A detailed tuto-
rial on Excel’s regression feature is next.  To begin proceed with steps 1 and 2 

1. Enter the data into MS Excel, see Figure 6 column A and B. 

2. On the main menu bar in MS Excel, click on Tools and Data Analysis (see Figure 
3). 

Select Regression from the list and click OK (see Figure 16).  In turn a screen resembling 
Figure 17 will appear. 

15
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Figure 16:  Data Analysis Menu in Excel 

 

 

Figure 17:  Regression Menu in Excels Data Analysis Package 

In Figure 17, it should be noted that the cells B1:B23 were entered in the Input Y 
range menu and that the cells A1:A23 were entered in the Input X range by highlighting 
the appropriate cells (the $ are added by Excel).  The Labels check box and New work-
sheet ply menu were also chosen.  Explanations of the other options available in the Re-
gression menu can be found in the Excel Data Analysis Help Menu. 

16
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2.3.3 Interpretation of Regression Output from Excel’s Linear Regression Feature  

When finished entering data and choosing the appropriate options, click OK and the 
regression result will be generated.  The results of this analysis are provided in Figure 
18. 

 

Figure 18: Regression Results from Excel’s Linear Regression Feature 

 The regression equation is created using the values found under the Coefficients 
column (see cells B17 and B18 in Figure 18).  Thus the regression equation is as follows: 

ˆ y ≈ −3664.27 +1.8802x1 (6) 

This equation is the regression equation using all the variables.  It should be noted that 
the regression equation given contains rounded values for the intercept and year coeffi-
cient terms.  Therefore, allowing x1 = 2002, the following prediction for sales in 2002 can 
be calculated as follows via equations (7) and (8): 

ˆ y ≈ −3664.27 +1.8802(2002)  (7) 

ˆ y ≈ 99.90 (8) 

Take note that any difference between the predicted sales value given here, 99.90, and 
the predicted sales value given in Figure 14, cell C24, is due to rounding.  The MAD for 
the linear regression model is 6.94.  The following section interprets the regression statis-
tics.  
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2.3.4 Interpretation of Statistical Output from Excel’s Linear Regression Feature 

There are three areas from Figure 18 that must be interpreted in regards to statistical 
significance.  These areas are labeled in Figure 18 as Regression Statistics (Rows 3 through 
8), ANOVA (Rows 10 through 14), and the section we refer to as the coefficients (Rows 
16 through 8).  Table 2 presents a detailed analysis each of these areas next. 

Table 2:  Explanation of Excel’s Regression Menu Options 

Multiple R 
The multiple R represents the strength of the linear relationship between the actual and 
the estimated values for the dependent variables.  The scale ranges from -1.0 to 1.0 
where 1.0 indicates a good fit.  The multiple R is found to be 81.51% (refer to cell B4, 
Figure 18), which means there is a strong linear relationship. 
 
R square 
R2 is a symbol for a coefficient of multiple determination between a dependent variable 
and the independent variables.  It tells how much of the variability the dependent vari-
able is explained by the independent variables. R2 is a goodness-of-fit-measure and the 
scale ranges from 0.0 to 1.0.   
This study shows R2 is equal to 0.6644. This means that 66.44 % (refer to cell B5, Figure 
18) of the total variance in the dependent variable around its mean has been accounted 
for by the independent variables in the estimated regression function. 
 
Adjusted R square 
The adjusted R-square, is adjusted to give a truer estimate of how much the independ-
ent variables in a regression analysis explains the dependent variable.  Taking into ac-
count the number of independent variables makes the adjustment and in turn defines 
adjusted R-square as a measure of the proportion of the variation in the dependent 
variable accounted for by the explanatory variables.  The adjusted R-square is found to 
be 64.77% (refer to cell B6, Figure 18). In general, the adjusted R-square should not be 
significantly different in magnitude than R2 or it may be concluded that major explana-
tory variables are missing from the model. 
 
Standard Error of Estimates 
The standard error of estimates is a regression line.  The error is how much the research 
is off when using the regression line to predict particular scores.  The standard error is 
the standard deviation of those errors from the regression line.  The standard error of 
estimate is thus a measure of the variability of the errors.  It measures the average error 
over the entire scatter plot.   
The lower the standard error of estimate, the higher the degree of linear relationship 
between the two variables in the regression.  The larger the standard error, the less con-
fidence can be put in the estimate.  For this data set, the standard error of estimates 
equals to 8.8910 (refer to cell B7, Figure 18).  This indicates that the Y value falls 8.8910 
units away from the regression line. 
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t-test 
The rule of thumb says the t-value should be greater than a t critical value 2.  To be 
more accurate the t-table has been used.  Using a two-tailed t test at a 5% level of sig-
nificance with 21 degrees of freedom, the t-critical value is 2.08.  Critical values for t can 
be found in the back of most statistical textbooks.  The critical value is the value that 
determines the critical regions in a sampling distribution.  The critical values separate 
the obtained values that will and will not result in rejecting the null hypothesis.   
Referring back to the regression results (Figure 18, cell D18), it needs to be determined 
if the coefficients are significantly different from zero at the 5% significance level.  From 
the data, it can be seen that the t stat for the year variable equals 6.2930.  Since this 
value is bigger than our t critical value, 2.080, we then can generally conclude that year 
is significant in predicting sales.  From this analysis, we are able to show that chance 
variation is not a reasonable explanation for the result for the year variable.  This is a 
classical approach of assessing the statistical significance of findings, which involves 
comparing empirically observed sample findings with theoretically expected findings.  
In sum, we can conclude that year does a good job of explaining the sales data. 
 
F-Statistic 
A good rule of thumb is for the F-statistic to be greater than 4.  From Figure 18, cell E12, 
it can be seen that the F statistic is 39.6013.  This value is clearly above 4.  However, it is 
important to analyze the F statistic with regards to the actual F-distribution.  For our 
example the F distribution shows 1 and 20 degrees of freedom.  Looking at the F distri-
bution table at the 5% level of significance, the value 4.3512 can be found.  In the re-
sults, it can be seen that the critical value of 39.6013 and is greater than the F-statistic of 
4.3512.  This implies that in this example the intercept and year are doing a good job 
explaining the variation in sales. 
 

3. Summary 

Overall, three forecasting models have been presented:  moving averages, exponen-
tial smoothing, and linear regression.  Each model has advantages and disadvantages.  
Simply comparing MAD across all three models as seen in Table 3, it can concluded that 
the linear regression model tend to predict sales with more accuracy.  In addition, the 
rules of thumb regarding regression performance all indicate the regression model is 
performing well. 

Table 3: Sales Data Set for Rib Sales 

Model MAD 
3 Year Moving Average 8.09 
5 Year Moving Average 9.90 

Exponential Smoothing Alpha = 0.1 8.52 
Exponential Smoothing Alpha = 0.3 14.13 

Linear Regression 6.94 
 

However, it should be noted that forecasting is an imperfect science and that is as 
much “art” that accompanies that science.  It must also be noted that moving averages 
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and exponential smoothing models do work well for stationary data (i.e., data that does 
not contain trends or seasonality) but other methods such as regression must be used 
when data is not stationary. 

This article has attempted to provide readers with an overview of some of the many 
methods of forecasting available to businesses and demonstrates how each can be im-
plemented using a simple Excel spreadsheet.  The authors make important contributions 
to both the academic literature and to business managers.  From an academic perspec-
tive this article makes an important contribution to the literature because it demon-
strates how easily business forecasting can be taught to either students or business man-
agers.  Meanwhile, from a managerial perspective, this article demonstrates that 
developing obtaining accurate forecasts need not be expensive or overly time consum-
ing. 
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